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What is the External Research Team?

The External Research (ER) team is part of Ciena’s Global R&D organization
= Asmall team with a focus on research collaboration with external partners.

Examples of areas where the ER team is focused includes:
» |dentifying and investigating new technologies, novel architectures, and disruptive innovation.

= Working with both customers and partners to define collaborative research projects that are
mutually beneficial to all parties.

= Operating a network research testbed - CENI

= Maximizing return on research investment through government grants and programs.

= Participating in global working groups.

= Attending global R&E related conferences

= Providing sales support and technical consulting for the Research & Education market segment.
=  Amplifying the concerns of R&E customers within the R&D organization.
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What is CENI?

Ciena Environment for Network Innovation
= Built in collaboration with Internet2, Starlight, CANARIE, ESnet, UvA, MAX, UETN.

= Combination of compute resources, switching, and transport equipment as a distributed,
shareable resource to foster research, innovation, and collaboration.

= [nitially tightly coupled to the GENI/ExoGENI programs (hence the name)

= Sufficiently isolated from the Ciena internal R&D network to allow for external users without putting
Ciena IP at risk.

Typical Use Cases
= Facilitate collaborative network research projects with external partners.
» Testbed for novel applications and architectures.
= Evaluation of new Ciena products and features in an R&E environment.

ciena
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Ciena’s research-on-demand network topology 2023
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Current CENI Topology
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Current CENI Compute Resources

Combined resources across all sites:
= 38 servers
= Programmable NICs
= 900 CPU cores
= 10 GPU
= 8 TB memory
= 435 TB storage

Access to additional shared resources at other partner sites.
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Data Mover Challenge at SCAsia24

» Collaboration with Ciena, ESnet, iCAIR, UETN, uOsaka

« Several approaches to bottleneck mitigating and I/O
smoothening for ‘mismatched’ DTNs

* Predictive Analytics and ML/estimation strategies to
optimize transfer parameters.

« CENI used to construct dataset for ML training which was
used at DMC23

« Awarded “Most Innovative Solution” Award at SCAsia 24.
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Ciena Traveling FABRIC Node

A Ciena version of a mini-FABRIC node, called tfNode or traveling Fabric Node.

Node uses Ciena RSP based 8110 platform switch as dataplane switch with support for
10/25/100/200/400 GE clients as well as DWDM plugs.

Designed with 2xRTX6000, SN1000 FPGA, Conect X-6 Mellanox NICs
Was part of OFCnet 2024, and planning to be part of SCinet for SC24.
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Future Topology Evolution Plans

Increased capacity, resiliency and footprint
» 400GE based-backbone
= Extension to Europe and US west coast.
= Collaboration with existing testbeds like NA-REX and Fabric to reach new locations.

Continued focus on migration to GPU resources and exploring applications of Al/ML coupled
with streaming telemetry from the network.

Integration of new converged LO-L3+ platforms, e.g. Waverouter.
Integration of WL6e/WL6n and 800GE

RS e et ok o i YA 8
= 00
E 600 1000
3 d N 400 47 1200 |01 i
E Adjustabley & Adjustable)
E) 200 ({& 1400 —————
1600
8192 (J3, QSFP112 based)
s A ey ostbypbi ‘ , W““MM
-150 -100 -50 0 50 100 150 .
Frequency [GHz] Compact WaveRouter Offerings

°
© Ciena Corporation 2024. All rights reserved. Proprietary Information. WI—6e cm na




clena.

OFCnet Update



| Cloud

|
| |TOSHIBA

|

|
ceshet |
czechlight |
|

|SDSC Datacenter
|La Jolla, California

‘Apollo 9603

TS

CENIC

Line System Spectrum

1.2Tb/s

Lumen Datacenter |
| San Diego, California

400 Gb/s 'E t
s st 2

| Lumen Datacenter
| Los Angeles, California

|
. |
hNO<IA ciena - I I
1830 PSi-8L oo 6500 RLS R2 b ESnet ciena |
s ax
2 Line System Spectrum Waveserver 5
L 12705 LA !
§ h | |
HUBER+SUHNER | L o e o — — — — — — — |
Polatis 6000 |
2.0Tb/s |

NET.

e e — — — — — — - S I
|0niversity of Bristol | NA-REX Research Exchange
Bristol, England |
~S-FABRIC = | [ !
y : Research Testbed | |
3 _— |
Commodity Internet | & | l— U l I = N : |
I I 3x Dark Fiber Pairs I 1C ﬁ R |
- a STHRLIGHT"
I Chicago, llinois |
I SanDiego Convention Center T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T —— |~ T T T T T T T T T T T T T T T T T T T T T T TTTTTTTTTTTTTTT
| san Diego, California
|
|
o~
! Smartcity
| MBooth 1515 -
I |
I| | Mooth 917 1 Mgy~ — —— " — 77— ———~—~———-—- - - —  — —— ——
oo —— r—— EAFL |
: | [Ospirent | | NuCrypt i ! O yoy OTH7000 |
: J | @ i | 1.27Tb/s 207Tb/s |
R I P v g | —
| J o ———— .
) NO<IA El 4 cawena __
| - = = NuCrypt: ® 1830 PSi-8L 3 TN Goorusr I8ootho16 ]
| i5800 o HUBER+SUHNER |
! ) Polatis 6000 L127b/s i
| 400 Gb/s = | :
I 800 Gb/s | e ROAOM |
| T ! ob : I
Cooahots Emmea m Clena | '
! Booth 919 7 Streaming Telemetry Apollo 9603 = \Waveserver 5 |
| | Analytics and Measurement [ I A N _|
I J | - ! - & EAINY CORNING ! (oo |
: N B | Q Il | Q Il FTB-1v2 Fiber Spools | | |
B 800 Gb/s Pro OTDR
| B - 1 ow |
: Moooth 2427~ - B B B | ciena [FACV] | I— .|
| === . . - - -
l—— ] — = [ | 8112 Qunnect PX1-PRO VIAVI |
1 Booth 1323 —l | . | — ONA-800
| | cena | I TOS LAY |
! | | | | | FIP-500 " AYESE B
B o
N OIF ! I I L Juneer o ﬁ A
! | TBooth 1108 1 —) l@" B PTX10001-36MR OX1-PRO-MI 800 Gb/s
| ] ! l oRsaiches R 5 !
| — |
. | |
I I | 1 [o]] I
| User Area Switches
—_———— _—
Booth 906 LAY | - _
: [Boo —! | B8 \ :B_ooth 1018 1
| Jo— |
'l ooth 113 o || verizon’ VIAVI | |
1 | - | | AL NEC ONT-804D AUREA—Q— A
| | | IDQ | Dunett . HIRE, ] 1 AUREA |
| | | | CORNING
| _ _ _ | — | | . Fiber Spools J
N — E— -
| 1IDQ ﬁ:?' O<lA J | NO<IA czechlight |
: _ P L B _

Abstracted Connectivity
Dark Fiber

Gigabit Ethernet

400 Gigabit Ethernet
bDWDM

Quantum Demonstration

[ clssical Demonsiraton

OFC 0Fc 2024 - OFCnet Arc

hitecture




Booth Lay

Event Creative

Freeman

Optical Fiber Commctn Conf & Expo Raylan Forest

BOX FILE LOCATION https://freemanco.box.com/s/cvzql4lzgtwnf585sabhhexd9y5piik2

Connection
¥ is the Catalyst

job #
527127

Line item # Facility Date
erty of Freeman protected by copyright, trade secret, and other intellectual
6976¢ ' e WVEN 5 N propert
11169768 SAN DIEGO CONVENTION Dec 15,2023 property laws and may not be shared with any third party whatsoever without
CENTER Freeman's prior written consent or as otherwise authorized by Freeman.

This document contains confidential and proprietary information and intellectual

D 2022 Freeman or its affiliated entities. All rights reserved.




The demonstrations

20 demonstrations, 9 about Quantum Networking from:
* AUREA Networking
* Ciena, ID Quantique and Toshiba (counts for 2)

* NuCrypt, Argonne National Labs, Fermi National Aceelerator
Lab, NWU and Quantum Opus

* Nokia and ID Quantique

* Qunnect

* University of Bristol

 QTl, Telsy, Tim and SM-Optics

* Qunett and University of Maryland

Demonstration abstract can be found at: https://www.ofcconference.org/en-us/home/exhibition-
and-show-floor-programs/ofcnet/ofcnet-demonstrations/
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The Classical Network demonstrations

* Anritsu

o CESNET

* Ciena/FABRIC/SDSC

« |CAIR/Northwestern University
 NEC/Verizon/OFS

« NTT/IOWN Networking Hub (2)
« Open ROADM MSA/IOWN

« University of Amsterdam (2)

« University of Bristol

Demonstration abstract can be found at: https://www.ofcconference.org/en-
us/home/exhibition-and-show-floor-programs/ofcnet/ofcnet-demonstrations/
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FABRIC+NA-REX for OFCnet Demo
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Volunteers

Marc Lyonnais, Ciena, Canada, Chair
Jim Stewart, UETN, USA, Vice Chair

Sana Bellamine, CENIC, USA, Deputy Chair

Gwenn Amice, EXFO, Canada
Mike Blodget, ESnet, USA
JoAnne Bender, Internet2, USA
Dave Brown, Nokia, USA

Cees de Laat, UVA, Netherlands
Danial Ebling, UETN, USA
Casey Foulds, UTD, USA
Randy Giles, Optica, USA

Eve Griliches, Cisco, USA

Tom Hutton, SDSC, USA

Akbar Kara, Ciena, Canada
Mariam Kiram, ORNL, USA
Scott Kohlert, Ciena, Canada
Andrew Lord, 8T, UK

Reza Nejabati, University of Bristol, UK

Tunde Sanda, CENIC, USA
Gauravdeep Shami, Ciena, Canada
Chris Skaar, University of lllinois, USA
Scotty Strachan, NevadaNet, USA
Sergey Ten, Coming, USA

Chris Tracy, ESnet. USA

Christine Tremblay, ETS, Canada

JP Velders, UVA, Netherlands

Pater Wigley, Corning, USA

Carl Williams, CJW Quantum Consulting, USA
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OFCnet2024 and
2025

Sana Bellamine is the OFCnet chair for 2025-2026
editions
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OFCnet 2025 Roster

OFCnet2025
Y
- Architecture
- Network Build i Se;::z;rgpna‘:ﬁlcs,
oot | | i || pamo | [ientty the vendor Logistc
y requirements for Workshop Course - Project Tracking
- Communication L1213 - Panels
L4+ and - Vendor outreach
(including Signage) - External dmimlcate 1o
connectivity Arch
assessment
Jessica Pagonis Scott Kohlert Chris Tracy(Demos) Mariam Kiran Scotty Strachan Gwenn Amice Casey Foulds
- Jennifer Inglisa - Chris Skaar Luca Della Chiesa - Gauravdeep Shami *Chris T. and Jim S. - Christine Tremblay - Brad Miller
- John Cesaretti - Michael Blodgett - Tom Hutton Liaison for - JP Velders* expressed interest - Jim Stewart
- Beth Harrington - Chris Cavallo R&E demos - Danial Ebling *Sana can assist - John Cesaretti
- Tom Hausken - 1x Lumen - Jim Stewart(Panels) - Tom Hutton
- Randy Giles *JoAnne Bender can - Sergey Ten - JoAnne Bender
- Ashley Collier assist

- Dave Brown
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OFCnet2025 Workshop:
Networks of the Future & Next-Generation Production

Abstract:

OFCnet2025’s vision is for OFCnet to be a bridge between the OFC technical conference and
“networks of the future”. The OFCnet2025 workshop will be a forum that enhances development of
next-generation networks by highlighting cutting-edge technologies and applications introduced during
the OFC conference that are gaining maturity and will impact near-term production design as well as
the networks of the future. The workshop will focus on these four key areas:

— Automation and Orchestration: how does a networking team evolve with this?

— Trend analysis and failure prediction: standardized data collection for Machine Learning
— Quantum networking early wins: report-out on the state of implementation

— Networks of the future: bleeding-edge technologies and how soon will they be here?

For more information on OFCNet program see : https://www.ofcconference.org/en-us/home/exhibition-
and-show-floor-programs/ofcnet/

°
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Questions?

email: mlyonnai@ciena.com
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