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https://www.gna-g.net/
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SingAREN Open Exchange
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Diagram as at 29 May 2024



Resilient International Connectivity 

• International R&E Network Resilience
• Asia-Pacific-Oceania Network (APOnet):

• 12-partner consortium for network resilience 
• Asia-Pacific-Europe Ring (AER):

• 11-partner consortium for network resilience 
• East Asia Resilient Backbone Network (EARBN)

• 6-partner consortium for network resilience
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Status

Fiber Cut Planned MaintenanceFault

Worst day with multiple cut/maintainance

27 June 2024
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22 July 2024



SG to Europe links

8

CAE-1 link

Geant-SG



Cable Maintenance Schedule

Cable Owner Cable System A-End Z-End Type Start Date Expected End Date
HARNET, NICT & 
SingAREN TGN-IA Hong Kong Tokyo Fibre Cut 12 April 2024 23 July 2024

HARNET, NICT & 
SingAREN TGN-IA Hong Kong Singapore Fibre Cut 12 June 2024 23 July 2024

NII SJC Tokyo Singapore Planned Maintenance 5 July 2024 23 July 2024

KISTI APG Daejeon Singapore Fault 10 March 2024 30 July 2024

KISTI AAE-1 Amsterdam Singapore Fibre Cut 29 June 2024 30 August 2024

GEANT IC-1 AAE-1 Marseille Singapore Fibre Cut 24 February 2024 30 August 2024

KAUST [TBC] Amsterdam Singapore Fibre Cut 24 February 2024 [TBC]

https://aer-network.net/



Applications
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https://twiki.cern.ch/twiki/bin/
view/LHCONE/LhcOneMaps



3,023 TB

56 TB

168 TB

3 TB
17 TB

11 TB

Source Discipline DestinationSource

Top Science Talkers – Past 90 days ( 13 Sep 
2024)



Robotic Telesurgery Trial

Singapore - Controlling Unit

15

Japan - Robotic Operation Unit

Singapore and Japan Clinician-Scientists Collaborate on 
Groundbreaking Telesurgery Trial Spanning over 5,000km in Nov 2023

https://www.channelnewsasia.com/watch/clinician-scientists-singapore-and-japan-carry-out-telesurgery-trial-video-3838491
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Resilient paths
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Data Mover Challenge 2023

REPORT
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2023 DMC Network



DMC’23
• 5 continents

• Welcome South America
• Modelling two data transfer scenarios: 

• 100G R&E production networks
• Starlink for field based data acquisition
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Judging Panel

• Andrew Howard - NCI (Australia) – Chief 
• Prof Francis Lee - SingAREN and NTU (Singapore)
• Prof Paolo Grosso - University of Amsterdam (UVA Amsterdam)
• Hirotaka Sato - APAN-JP and KDDI (Japan)
• Ikeda-san - APAN-JP and KDDI (Japan)
• Marcos Felipe Schwarz - RNP (Brazil)
• Tim Chown - JISC (UK)
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DMC23 Teams

• Team Falcon
• Team CiTEO
• Team Livewire
• Team Musashino
• Team Just SSH
• Team Raysync x Robust HPC Alliance
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DMC’23 Results

• Overall Winner – Team Falcon
Most novel approach – Team CiTEO
Most complete architecture – Livewire
Best performing in impaired networks  – Team Musashino
Most innovative for HPC uses – Just SSH
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Overall winner
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PoCs and experiments

28
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Science DMZ POC Testing – NTU HPCC 
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• SingAREN has set up a 
Science DMZ as proof-
of-concept with NTU 
HPCC to facilitate faster 
connectivity and a 
secure zone for HPCC 
users who are currently 
limited by the network 
policies in place. 



Science DMZ POC Testing – NTU HPCC 
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Test Scenario Avenues Download 
Speed Benefit 

Download of 2 GiB 
Bioinformatic 
dataset from 
SingAREN 
Database Mirroring 
Service 

Data download 
via NTU campus 
network

0.128 Gbps 
(115 sec) 17 x increase 

in download 
speed via 
Science DMZ 
versus the NTU 
campus 
network

Data download 
via Science DMZ

2.232 Gbps 
(7.9 sec)



MoU: San Diego Supercomputer Center (SDSC) 
and SingAREN

Deployment of Open Science Data 
Federation and Protein databank 
cache server

• SDSC contributes a high-performance 
server that is hosted at the SingAREN 
Open Exchange, located at Equinix SG3. 

• SingAREN provides the high-speed 
international connectivity for the server in 
the region.



Deployment of Open Science Data Federation 
and Protein Databank cache server

• Collaboration between San Diego 
Supercomputer Center and SingAREN

• The Protein Databank cache server is 
successfully deployed in Singapore on 
20 Sep 2023.   

• SingAREN shall promote the availability 
of the resource to the community.

Image credit: SDSC 



Experiment testing of 
Congestion Control
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Experiment results of congestion control algo.
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8 threads
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Conclusion

• More activities across the NREN network.
• It is high bandwidth, low-latency and less congested.
• It is resilient. 
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Exhibitions

Plenary Talks

Workshop & 
Tutorials

Breakout Tracks

SCAN TO REGISTER 
YOUR INTEREST!

10-13 March 2025 l Back in Singapore 

HPC and Quantum: 
Empowering AI, Science, and Innovation



Call for Papers, Workshops and Tutorials

SCA25
Call For Papers SCA25

Call for 
Workshops & 

Tutorials



THANK YOU

www.singaren.net.sg

engage@singaren.net.sg

Singapore Advanced Research and Education Network (SingAREN)
c/o A*STAR Computational Resource Centre (A*CRC)
1 Fusionopolis Way #17-01 Connexis South Singapore 138632

SingAREN
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