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Cybermedia Center, Osaka University

• Supercomputing center at Osaka University
• has a responsibility for providing a powerful high-performance computing 

environment for university researchers across Japan as a national joint-
use facility.

CMC main building IT core as data center
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SQUID since May 2021
• Cloud-linked High Performance Computing and High Performance 

Data Analysis Supercomputer System (Supercomputer for Quest to 
Unsolved Interdisciplinary Datascience)
• Peak Performance 16.591 PFlops

CPU nodes

GPU nodes

Vector nodes

Interconnect

ONION data aggregation  Infra.

S3-compatible Parallel File System  21.2PB

S3-compatible Object Storage 500TB

1520 nodes x peak perf. 5.837 TFlops 8.871 PFLOPS

42 nodes x peak perf. 161.836 TFlops 6.797 PFLOPS

36 nodes x peak perf. 25.611 TFlops 0.922 PFLOPS
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JHPCN (Joint Usage/Research Center for Interdisciplinary Large-
scale Information Infrastructure)
• Joint research collaboration framework in Japan 

• https://jhpcn-kyoten.itc.u-tokyo.ac.jp/en/
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• International Joint Research Projects 

International joint research projects are interdisciplinary joint research conducted in
conjunction with researchers outside Japan to address challenging issues that may not be
possible to resolve or clarify only with the help of researchers within Japan. For such research
projects, there will be subsidy paid to cover travel expenses necessary for holding meetings
with foreign joint researchers and so on. For details of the subsidy, please contact our office
after your research project has been accepted. 



What is ONION?
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ONION concept
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Vector nodes, 36 nodes
AMD EPYC ROME, 128GB, Aurora 

TSUBASA type 20A

Frontend for HPC

Frontend for HPDA

GPU nodes 42nodes
(Intel Xeon Icelake, 256GB, 

NVIDIA A100)

General-purpose CPU nodes
1520 nodes

(Intel Xeon Icelake, 256GB）
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Paralell file system
20+1 PB (HDD+SSD)

Cloud (Iaas) vendors
Offloading when highly overloaded

Early deployment of new processor

Cloud nodes 
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Batch processing through the 
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software stack
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Interactive processin through 
the provision of HPDA-

specialized software stack

Cloud (Storage) providers

ODINS

Data 
Aggregation 

Storage 500TB

Data aggregation from 
campus using ODINS 

Data sharing with oversea 
universities and institutions 

using cloud storage 

Data Aggregation Infra. 
ONION

+

vm

Secure Frontend node
Users respecting security

DeepLearning
Machine Learning

Secure Staging function 4th S2DHシンポジウム  - 2021.03.05 -

Feat. 2. Cloud-
interlinked/synergized

Feat. 1. HPC・HPDA integration

Feat. 3. Secure computing environment
Submitted jobs are executed 
on an isolated environment.

Feat. 4. Data aggregation env.

Feat. 5. Tailor-made computing

ONION, data aggregation infrastructure
• Osaka university Next-generation Infrastructure for Open 

research and open innovatioN

• Data aggregation infrastructure that not only enables the 
sustainable handling of ”super big data” generated in Osaka 
University in a responsible manner while ensuring the 
sustainability of such data into the future but also facilitates 
utilization of research data for “co-creation between 
academia and industries” and  “international research 
collaboration”.

• introduce as PoC (Proof-of Concept) implementation in the 
procurement of SQUID on a trial basis.

(1)The primary purpose of procurement is supercomputing 
system, not for data storage.

(2) Our designed ONION might not be useful and thus not be 
used.



Overseas Research Institutions 

Cybermedia Center

Research centers
and department in campus

Archive storage

High-speed storage

Data aggregation gateway

Sensor agent

Backup agents

Cloud storage service

Web Access
Desktop Sync Cloud Tiering

Sensor Data Backup

Object and Software 
Defined Storage 

High Performance 
Parallel Storage

Overview of ONION 3 storage solutions are seamlessly combined in a synergic manner

Automatic aggregation of 
data from scientific measurement 
devices 

Automatic aggregation of 
Data from IoTsensors

Data sharing 
with overseas research institutions

Link External storage 
to ONION

Data manipulation 
through intuitive Web UI
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IoT sensors

https

Online Storage
NextCloud

Parallel File System
EXAScaler

Object Storage
HyperStore

Data aggregation infra.
ONION

NFS

S3

S3

S3

Web
DAV

CIFS S30compatible
cloud storage

S3

WebDav-compatible
Cloud Storage

Web
Dav

S3-compatible
Cloud storage

Scientific devices
on campus

NFS

S3

S3-compatible Storage
@ University of A

S3
SQUID user

Non-SQUID user

https

S3
S3

Internal structure of ONION
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Efficient utilization and aggregation of scientific 
data from scientific measurement devices.
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Courtesy of 古⾕浩志 (⼤阪⼤学 コアファシリティ機構 ), “⼤阪⼤学コアファシリ
ティ機構における測定データ流通・集約基盤の構築と阪奈機器共⽤ネットワークへ
の展開”, 第１回北陸地区学術データ基盤セミナー 〜コアファシリティ連携から研
究データエコシステム構築を⽬指して〜, ⾦沢, 2024年2⽉.

Cybermedia 
Center

Core facility Date 
generation

system

Promotion of
“Open Data”

Library

Tight collaboration among 
three departments

Basic 
Concept

Measurement data 
aggregation and 
delivery system

Department

In campus

Off campus

ONION

Concept: Realization of Data utilization infrastructure that aggregates  and 
deliver the data daily generated from scientific devices to collaborators

Core Facility center is in charge of these scientific devices.

Approximately 300 scientific devices is used.  
80,000 measurements /year.
Generates a lot of measurement (research) data

Every scientists in university can use  
scientific devices. 

Joint use of 
scientific 
devices on 
campus



RED (Research-EnhanceD) ONION (towards Science DMZ)

100GbE

100GbE

100GbE

100GbE

100GbE

400GbE

DTN

DTN

DTN

DTN

DTN

DTNs COMPUTEs

FW

LB

Site A

Site B

Site C

Site D

Site E CMC

Closed NW
ODINS
(campus network)

SINET

We are planning to deploy DTN and high-speed
Network onto ONION, data infrastructure 
on Osaka University.

Large amount of data from scientific 
measurement facilities and devices can
be shared on campus.
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Towards RED ONION
1. Designing RED ONION from actual operation perspective

2. Performance Evaluation of DTN solutions in LAN/SC2023
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1. Designing RED ONION from actual operation perspective
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Department A CMC

Storage for 
Staging

Backup using S3

Object Storage

S3Data transfer protocol

Aggregation storageDept. B

Storage for
Staging

Data transfer
protocolData transfer protocol

Dept. A UserID

Dept. B UserID

Principle: Simple is the best!
- User accounts are managed in each department
- RED ONION service is just for high-speed data transfer  

PFS (Lustre)

S3
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Department A CMC

Storage for 
Staging

Backup using S3

Object Storage

S3Data transfer protocol

Aggregation storageDept. B

Storage for
Staging

Data transfer
protocolData transfer protocol

Dept. A UserID

Dept. B UserID

Principle: Simple is the best!
- User accounts are managed in each department
- RED ONION service is just for high-speed data transfer  

PFS (Lustre)

S3

Probably, provided GUI is something 
like…

To ? : Department B
Data transfer?

Which file?: SciData
From?: Department A

Data traffic on RED ONION always 
go through CMC and data are stored onto
aggregation storage. 

Stored on aggregation storage can be seamlessly 
stored on PFS of super computing system. 



2. Performance Evaluation of DTN solutions in LAN

• Performance of DTN is the most important. The Second 
importance is easiness in administration, operation and 
maintenance of DTN.

• In our case, university does not have operation team enough to 
manage and administer RED ONION service in addition to 
supercomputing systems. Therefore, we currently need technical 
support from IT companies for daily operation.
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Performance investigation and evaluation in 
SC2023
• We worked together with NICT (National Institute of 

Information and Communications Technology), Japan for 
performance evaluation / demonstration of RED ONION 
project in SC2023 Denver. 
• Before SC2023, we pre-tested it between Osaka U and NICT in 

Japan.
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For high-speed data transfer
• Experiment at SC2023
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Memory-to-Memory (tmpfs-to-tmpfs) 
transfer

ü Multiple File Transfer: Many tools can achieve 100Gbps.
ü Single File Transfer: Many tools canʼt achieve 100Gbps. It 

seems using tmpfs causes performance loss.

Data Transfer Tools Multiple File Transfer Single File Transfer

ftp 99Gbps @ 16 files 7.5Gbps

GridFTP 98Gbps @ 16 files 17Gbps

XRootD 41Gbps @ 16 files 1.8Gbps

xxxxx 99Gbps @ 4 files 42Gbps
75Gbps (/dev/null)
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Memory-to-Disk transfer (tmpfs-to-xfs)

ü Multiple File Transfer: Less than 100Gbps. Possible issues on 
file I/O (Buffer, Sync, Random vs. Direct,  Async, Sequential).

ü Single File Transfer: Archaea shows good performance, but 
performance is lower than that of multiple file transfer.

Data Transfer Tools Multiple File Transfer Single File Transfer

ftp 50Gbps @ 16 files 10Gbps

GridFTP 36Gbps @ 8 files 8Gbps

XRootD 41Gbps @ 32 files 1.9Gbps

xxxxx 70Gbps @ 4 files 34Gbps
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Performance of parallel data transfer
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Performance of Tuned xxxx DTN
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Summary
• Towards the realization of RED ONION environment that 

allows our departments in campus to easily transfer large 
amount of data with each other, we are now designing RED 
ONION in detail. 

• For the purpose, the performance of DTN solutions is the 
most important. Also, for stable operation and administration 
of RED ONION, the easiness is also being evaluated. 
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