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ScienceON, Access to Knowledge Infra. 
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Major Research Areas

• National Supercomputing infra. and advanced technology development

• National Science and research Network (KREONET) and global network 

• S&T Information collection, management and joint application

• Knowledge information DB and informatization 

• Research and analysis of domestic and global S&T trends
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Technology Enhancement 
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KREONETKREONET/KREONet2, national science and research network
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KREONET/KREONet2 (AS1237/ AS17579)

- KREONET (Korea Research Environment Open Network)

- Korea’s National Science & Research Network, managed and operated by KISTI since 1988

- Advanced Research Network in “Utilization and Promotion of National Supercomputing” Act 

(implemented in 2011 in Korea)

- First 600Gbps wavelength national-wide optical backbone in Asia

- 100Gbps/400Gbps national-wide backbone with 18 Domestic Regional GigaPoPs and           

6 International GigaPoPs

- About 200 connected R&E organizations : National Research Institute and Lab, 

University, University Hospital, Public library, Public Sector etc.

- 365*24 NOC (Network Operation Center) Service

- Directly linking domestic internet exchanges (KT, LG-U+, SejoingTelecom) and international internet 

exchanges (GIX/Seoul, Cogent/Seattle, AMS-IX/Amsterdam, HK-IX/Hong Kong) 

- Directly connected to network of public clouds (Google, Amazon, Microsoft)

- L1 Lightpath, L2 VPN, L3 R&E IP service, Science DMZ

- National-scale ID Federation, Korea Access Federation (KAFE), a member of eduGAIN

NDeX (National Data eXchange) 



KREONETKREONET/KREONet2 enabling Science Discovery
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[CERN LHC] 

Higgs, origin of 

mass of 

subatomic 

particles ('13)

[EHT, KVN] 

Capturing 

images of Black 

holes, M87 (’19)

[LIGO] 

Observation of 

gravitational 

waves (’17)

[Hi-Luminosity 

LHC] High 

Energy Physics

[KSTAR, ITER] 

Fusion Energy

[SKA] breaking 

new ground in a

stronomical obs

ervations
[DNA/Genome 

Data] 

Bio/Genome, 

Investigational 

New 

Drug/Vaccine

[Comparing 

Intercontinental 

Optical Clock] 

Redefining 

time(s)

Big science, Data Intensive Science, Interdisciplinary research



• Ciena 6500-14/6154 

• 600Gbps Wavelength

• 6Tbps Total Capacity
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100/400Gbps L2 Inter
face

Segment Routing
- L2/L3 VPN
- TI-LFR, 50ms prote

ction

198 Members
- National R&D Lab.
- University
- University Hospital
- Public Organizatio

n such Library, Scie
nce Museum etc.

Network Automation 
(for Configuration)
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KREONETGlobal Research and Education Network
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◐ 1st stage (2003~2004)

10Gbps(Optical)

~1.25Gbps(FSO&WLAN)

◐ 2nd stage (2005~2006)

10Gbps(optical)

40Gbps(optical)

Daedeok Science Town

1st stage

①
②

③

④

⑤

⑦

◐ Institutes Connected at 1st Stage

① KISTI (Korea Institute of Science & Technology Information)

② KAIST (Korea Advanced Institute of Science & Technology)

③ KRIBB (Korea Research Institute of Bioscience & Biotechnlogy)

④ KIGAM (Korea Institute of Geoscience and Mineral Resources)

⑤ KARI (Korea Aerospace Research Institute)

⑥ KBSI (Korea Basic Science Institute)

⑦ CNU (Chungnam National University)

◐ Expected Institutes to be Connected at 2nd Stage

• KINS (Korea Institute of Nuclear safely)

• ETRI (Electronics & Telecommunications Research Institute)

• KOSEF (Korea Science & Engineering Foundation)

• KRISS (Korea Research Institute of Standards & Science)

• KAO (Korea Astronomy Observatory)

• ICU (Information & Communications University)

• KAERI (Korea Atomic Energy Research Institute)

• KIMM (Korea Institute of Machinery & Materials)

• KRICT (Korea Research Institute of Chemical Technology)

• KIER (Korea Institute of Energy Research)

2nd stage

⑥

Cancelled

- Metropolitan Area 
Science Network 
based on Optical 
Fiber     covering 
Daedeok Science 
Town,  in Daejeon 
City

KREONETSuperSIReN in Daejeon City, Korea since 2003
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TO-BE
(SuperSIReN II)

KREONETSuperSIReN II in Daejeon City, Korea (2025~)

Quantum Comm./Quantum sensing

Seismic Sensing with Fiber

100G/400G/800G Transportation

Precise Timing Distribution

Optical Frequency Transfer

5G+/6G, AI, Trust Networking

AS-IS
(SuperSIReN I)

1G/10
G

Metropolitan Science Network for Regional Research Platform



KREONETTrust and Identity: Korea Access Federation (KAFE)

40

KAFE Members

KAFE for national cyber-infrastructures

111 Domestic members
(SNU, KAIST, etc)

4,500

Inter-federated members
(CERN, CILogon, etc)
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R&D activities: IAM platforms for cyber-infrastructures

trustHUB: national T&I HUB 
service for science apps.
e.g, CILogon

Keycloud: IAM platform for big-
science infrastructures
e.g., Keycloak, INDIGO IAM



Internet 

eXchange

SKT(280G), LG u+(160G), Sejong Tele
com (130G), 티브로드(60G), 드림라인
(60G), 삼성SDS(20G), CJ헬로비전(40G)
,현대HCN(80G), 정보통합전산센터(20

G) 등 15개 기관 625G 연동

SKT(160G), Sejong Teleco
m (33G), DreamLine(110G)
, 딜라이브(140G), HCN(60
G), CJ hello vision (71G), 
등 15개 사업자 2,443G 연

동

드림라인(20G), 세종텔레콤(50
G), SK텔레콤(920G), CJ(160G), 
현대HCN(60G), CMB(90G) 등 
15개 기간통신사업자 약 2,566

G 연동

PoS, Ethernet

BGP v4 / BGP+

CSP Data Center

CSP Data Center

CSP Data Center

CSP Data Center

Supercomputing
Network

Big Science Facilities

Global Research Data 
Hub

KREONET Members:
National Labs, University, 
University Hospital etc.

Samsung SDS(20G), LGCNS(20G), DreamLin
e (10G), Centurylink(10G), 딜라이브(170G), L
GHV(100G), 아름방송(20G), HCN(70G), 카카
오(40G), AKAMAI(10G) 씨디네트웍스(40G), 

네이버(40G), NHNEnt(20G), 라이엇게임즈(20
G), Cloudflare(20G), GS네오텍(20G), 삼성전
자(1G), Microsoft(60G), Amazon(200G), 라임
라이트(20G), 소프트레이어(80G), Apple(200
G), 트위치(100G), Alibaba(20G), 텐센트(200
G), Facebook(20G), Netflex(20G), KDDI코리
아(1G),Hurricane Electric (10G) 등 75개 기관 

2,823G 연동
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• Challenges 
• Big Gap between Commercial Internet and Non-commercial network

• Difficulty to directly accessing datacenters of CSP via IX

• Lack of colocation space for R&E network and CSP network

• Solutions: National Data eXchange (NDeX)
• Conceptually one big switch

• Directly connects KREONET/KREONet2 and CSP networks including 
supercomputing centers with multiple 100G/400G

• Providing carrier-neutral colocation spaces nearby submarine landing 
station and CSP’s datacenter operated by KISTI

• Renewal and expansion of KRLight

KREONETNational Data eXchange (NDeX) Initiative, Korea since 2023
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Internet eXchange

SKT(280G), LG u+(160G), Sejong Tele
com (130G), 티브로드(60G), 드림라인
(60G), 삼성SDS(20G), CJ헬로비전(40G)
,현대HCN(80G), 정보통합전산센터(20

G) 등 15개 기관 625G 연동

SKT(160G), Sejong Teleco
m (33G), DreamLine(110G)
, 딜라이브(140G), HCN(60
G), CJ hello vision (71G), 
등 15개 사업자 2,443G 연

동

드림라인(20G), 세종텔레콤(50
G), SK텔레콤(920G), CJ(160G), 
현대HCN(60G), CMB(90G) 등 
15개 기간통신사업자 약 2,566

G 연동

PoS, Ethernet PoS, Ethernet

BGP v4 / BGP+
PoS, Ethernet

CSP Data Center

CSP Data Center

CSP Data Center

CSP Data Center

Supercomputing
Network

Big Science Facilities

Global Research Data 
Hub

KREONET Members:
National Labs, University, 
University Hospital etc.

Samsung SDS(20G), LGCNS(20G), DreamLin
e (10G), Centurylink(10G), 딜라이브(170G), L
GHV(100G), 아름방송(20G), HCN(70G), 카카
오(40G), AKAMAI(10G) 씨디네트웍스(40G), 

네이버(40G), NHNEnt(20G), 라이엇게임즈(20
G), Cloudflare(20G), GS네오텍(20G), 삼성전
자(1G), Microsoft(60G), Amazon(200G), 라임
라이트(20G), 소프트레이어(80G), Apple(200
G), 트위치(100G), Alibaba(20G), 텐센트(200
G), Facebook(20G), Netflex(20G), KDDI코리
아(1G),Hurricane Electric (10G) 등 75개 기관 

2,823G 연동

Internet 

eXchange
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Data exchange
Operation Center

IBS Aleph KISTI  Nuriion

Gwangju AI  Supercom

KMA 
Supercom

PAL-XFEL

Korean VLBI Network 
(KVN)

TEM

Global Science  Data Hub Cent
er (GSDC)

Bio Data Hub AI Big Data Hub

Nano/material Data Hub

Public/Private Cloud Network

Commercial Internet Exchange

National Supercomputing Network

KREONET

Global Science Network (Hub)

3. Trust-based access and control 

mechanism for Data exchange

1. High Performance (non-

blocking) Optical/Packet Switching 

Fabric

2. Software Data eXchange

4. High-precision Operation and 

Management of Data exchange

Data Dam Network

KREONETKorea National Data eXchange (NDeX) Initiative

5 years funding (about 10M USD) new project (2023~)
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KREONETWhat Happened at Busan Cable Landing Station (CLS), Korea.

Opening Ceremony of KT Cloud’s 
SongJeong GHC (Global Hub Center)             

as HCX (Hyper Connectivity eXchange)



KREONET1st NDeX Node in Busan, 2023
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The first Open 
Exchange located 
in Busan Cable 
Landing Station 
ever

Simply connect 
on submarine 
cables with cross-
connections

Enough capacity 
of  Submarine 
cables from East 
and West 

Operated by 
Experts Group of 
Submarine Cable 
NOC (KT/KT Cloud) 
and KISTI

• First Open eXchange in Korea
co-located with KT Cloud/KT next 
to the largest submarine cable 
landing station (CLS) in Busan

• Opened in July, 2023

• Free backhaul connection 
between NDeX and CLS

’23 NDeX-Busan

’24 NDeX-Seoul

’25 NDeX-Daejeon

KREONET

Other NRENs

DTN/
perfsonar

Remote 
Console

Edge 
Service

NDeX O/S

NDeX
(Seoul, Daejeon)

NDeXS/R 1 SDX SWNDeX S/R 2

Cloud Service
Provider

Supercomputing
Network

KREONet2

Data Network

Opening Ceremony of  NDeX
in Busan, Sep. 9, 2023



KREONET2nd NDeX Node in Seoul, 2024 (to-be soon) 
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• Open in October, 2024

• Focus on connecting to CSP 
datacenters

’23 NDeX-Busan

’24 NDeX-Seoul

’25 NDeX-Daejeon

Other NRENs

DTN/
perfsonar

Remote 
Console

Edge 
Service

NDeX O/S

NDeX
(Busan, Daejeon)

NDeXS/R 1 SDX SWNDeX S/R 2

Cloud Service
Provider

LG U+ Cloud 
Multi Connect

Carrier-neutral Mega 
Datacenter
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Hybrid Cloud

On-Premise 
Cloud

Commercial Cloud

VPC 1

VPC 2

Site to Site 
VPN

VPN 2

VPN 1

SaaS

backup  
node (1st)

backup 
storage (1st)

backup  
node (2nd)

backup 
storage (2nd)

IP ACL

Issue Tracker
Knowledge Base
Help Desk

NetFlow
Traffic Volume

Syslog (Error, Warn, …)
Power

…

Log Collectors, Data Processors

Data Store

NMS, Dashboard

V
irtu

alize
d, Co

n
ta

in
erized

 Se
rvice

s

KREONETNDeX Operation System



<National Supercomputing Center & 
10 Specialized HPC Centers>

<CSP Network>

KREONETNDeX Partners (present & future)

“NURION”
Supercomputer

@KISTI

Meteorological 
Supercomputer

@KMA

“Dream-AI”
Supercomputer

@GIST

“Olaf” 
Supercomputer

@IBS

“KAIROS”
Supercomputer

@NFRI

Supercomputer
Center

@UNIST

[Material & Nano][Nuclear Fusion 
E& Accelerator]

[Space]
[autonomous 

driving]
[Weather, climate, 

environment]

[Life & Health Care]

“NABIS” 
Supercomputer

@National Institute 
Agricultural Sciences

Gwangju AI Datacenter

National 
Supercomputer

[disaster]

<Research Network>

NRENs from US, Asia-Pacific, others

…

21
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KREONET(Potential) NDeX Services

• L1/L2/L3 transit, IB?

• NDeX ps

• NDeX Globus Connect Service

• Software Defined eXchange

• Open Storage Network

• Hybrid Cloud 

• …
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KREONETAutomated SDX Platform Development on NDeX in Korea

SDX Virtualization

based on VDN

3-node ONOS Cluster

Controlling dist. SDXs

SDX Substrate &

Software info.

SDX Testbed Deployment based on KREONET-S/VDN Data aware SDX Automation Platform

- Automated Slice Provisioning for selected Peers

- Automated SDX Resource Management on         

demand of real-time Data Flows

- SDX Resource Reservation (Calendaring)

- SDX Topology Visualization with Status Info.

- Security enhanced SDX-Peer White List

Automatically Generated SDX Peer Network Slices based on the Secured White List
Contact: Dr. Dongkyun Kim
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KREONETKREONET-S (Softwarization), Wide Area R&E SDN

VDN: Virtual Dedicate Network

Control Plane: 3-node ONOS Cluster (SBI and NBI)

Global Network Topology View of KREONET-S in ONOS GUI

Network Devices

(OF Switches)

End-hosts

(UEs, VMs, PMs, PODs,…)

Data Plane: Devices, Links, End-hosts (SBI:OF)

Application Plane: VDN & VDNO

(NBI-API)

Virtual Network & Resource Embedding

Nation-wide SDN Environment for Advanced R&E Community over KREONET in Korea

Contact: Dr. Dongkyun Kim



25

KREONETVDN: Virtual Dedicate Network

Network Slicing

- Dynamic Flow Control for On-
demand and Automated Virtual 
Network Provisioning toward 
Intelligent Network Services 

- Automated End-host/UE 
Awareness for Accurate Access 
Control

- Strictly Isolated and Dedicated 
Networking with High 
Performance (~100Gbps) 
Guaranteed and Strict E2E 
Network Security Provided

VDN Core ArchitectureContact: Dr. Dongkyun Kim



KREONETVDN, Network Slicing 

KR-US Big Data Transfer Slice Orchestration Service Slice Traffic Isolation Slice for Security

Wireless-only User Equipment Slice AI-based Testbed SliceContainer/Micro-service Slice 26
Contact: Dr. Dongkyun Kim
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KREONETSmart Mobility Experiments based on SD-5G Private Network and KREONET-S

SDN-based Private 5G (5G+) Network Deployment in KAIST Campus
- Upstream and Downstream Transmission: Autonomous Vehicles and Edge Computing 

Facility (Remote Steering/Operation Center)

- Upstream: Real-time Video/Sensor Data to Operation Center (~250Mbps for each Car)

- Downstream: Real-time Remote Control & Steering Data to Vehicles (~2ms RTT)

SDN/VDN Federation for High-

performance Data Transmission 

between individual SDN 

Domains
- KREONET-S (KISTI) and KAIST

(Edge Computing/SDN Domain)

Self-Driving Vehicles and Testbed in KAIST CampusRemote Steering: Vehicle-Network-Edge Cloud Remote Steering from KREONET-S
Contact: Dr. Dongkyun Kim
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KREONETKREONET AI platform

Contact: Kihyeon Kim



Infrastructure configuration and construction

Mater Worker Worker Storage

Web User Interface
(Interface for 

administrator/user)

3rd Party API
User Authentication 

Management Module

Data Storage 
Module

Monitoring 
System

Model Execution 
Module

Image Management 
Module

Backend System

Infrastructure configuration and Applying KRP's backend system to agricultural big data system

Stabilization and verification of agricultural big data platform 
service

Conduct integrated testing of agricultural big data platform

Perform user beta testing according to usage scenario

Platform stabilization and usability verification

Perform system verification using NHN Cloud

Platform construction/development completed

KREONETApplying KREONET AI Platform to Big Data Platform in Agriculture Field

Contact: Kihyeon Kim
29
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KREONETNew SI and Optical Clock

“Never measure anything but frequency!”

-- Arthur Schawlow

(1981 Nobel prize in Physics)

Old SI New SI

1950 1960 1970 1980 1990 2000 2010 2020 2030

10-18

10-17

10-16

10-15

10-14

10-13

10-12

10-11

10-10

10-9

10-8

10-7

 Cs clock

 Optical clock

F
ra

c
ti
o
n

a
l 
fr

e
q

u
e

n
c
y
 u

n
c
e

rt
a

in
ty

Year

100억년

1초 틀리는 데 걸리는 년수

1억년

10억년

1년
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KREONETInter-continental optical clock comparison using broadband VLBI

Yb Optical clock

KRISS

KISTI

KASI

SGOC
(Sejong)

INRIM

INAF

CTR

CTR : Compact Triple-band Receiver (K,Q, W band)

CTR

𝒖 ൗ𝒇𝐘𝐛
𝐊𝐑𝐈𝐒𝐒 𝒇𝐘𝐛

𝐈𝐍𝐑𝐈𝐌 ≈10-17 or below

KOREA ITALY

Optical 
clock

Yb, running Yb/Sr, 
running

Fiber link KRISS – KISTI 
– KVN (except 
Jeju) 

INRIM –
Medicina

Transferred 
frequency

RF (OSTT, 
PikTime)
CW laser
f-comb @ 
Sejong or KVN

CW laser
f-comb @ 
Medicina

VLBI 22/43/86 GHz
@ Sejong
22/43/86 GHz 
@ KVN

22/43/86 
GHz @ 
Medicina
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KREONETInter-continental optical clock comparison using broadband VLBI

2

Standard Frequency
Generator

CTR CTR

Standard Frequency
Generator

Correlator

Optical Clock Optical Comb

GPS satelite

Source (Star)KOREA

ITALY

Standard Frequency
Generator

CTR

ICRF3 :The 3rd realization      
of the International Celestial  

Reference Frame

25 years funding (about 7M USD) new project (2022~)



• KREONET/KREONet2, national terabit science and research network

• Support Data Intensive Science : LHC, ITER/KSTAR, SKA(KRSRC), …

• Strong global collaboration to make more resiliency international 
network

• SuperSIReN II project, Metropolitan Area Science Network based on 
Optical Fiber covering Daedeok Science Town, in Daejeon City

• Korea National Data eXchange (NDeX) Initiative

• Automated SDX Platform Development on NDeX in Korea

• Smart Mobility Experiments based on SD-5G Private Network and 
KREONET-S

• Inter-continental optical clock comparison: Data + Non-Data (RF/OF)

KREONETSummary
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Thank you

Changing the world with Data

S&T Infra, 

34

Buseung Cho (bscho@kisti.re.kr)
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KREONETKREONET QKnet

QKD system for Access Network

QKD system for backbone network

Q-SDN 
Controller

QKMS

QKMS QKMS

QKMSQKMS

Q-IPSec

Q-TLS

QDS

Q-IPSec

Q-IPSec

QDS

QDS

Q-IPSec

Q-TLS

QDS

Q-IPSec

Q-TLS

QDS

KREONET

Service 
Layer

QKDN Layer

QKD Layer

❑ QKD system for KREONET
∙ Enhancing the security of KREONET 
through preemptive action against 
quantum computers
∙ QKD system for backbone network

- Long-distance QKD system 
development
∙ QKD system for access network

- Multiplexable QKD system with 
reasonably sized receiving end
∙ Networkization of QKD system

- Reduction of cost, complexity, and 
operational difficulty of QKD system 
❑ QKD Management Environment
∙ Highly compatible KREONET QKMS with 

quantum crypto communication
∙ KREONET Q-SDN Controller for integrated 

control of QKDN
∙ QKDN Operation & Management Protocol
∙ Single Domain → Multiple Domain →

Inter-Domain → Cross Layer → Orchestration 
& Intelligence * QKND : Quantum Key Distribution Network 

* QKMS : Quantum Key Management System
* Q-SDN : Quantum-Software Defined Networking
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