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Introduction

“New Tools Reveal New Truths”
Rosalyn Yalow, Nobel Laureate

ST “RLIGHT"



Next Generation Distributed Environment

For Global Science

A Next Generation Ecosystems for New Knowledge Discovery
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NSF’s Cyberinfrastructure Framework for the 21t
Century (CIF21)

 Large Scale, Powerful and Sophisticated Instrumentation
Integrated With New Computational Science Methods Are
Revolutionizing New Knowledge Discovery In all Major Science
Disciplines.

 According to the US National Science Foundation: “This
Revolution Will Transform Research, Practice, And Education In
Science and Engineering As Well As Advance Innovation In
Society”

« NB: Policy Statements Published By Related Agencies In Multiple
Countries

 This Transformation Is Made Possible By “A Comprehensive,
Scalable, Cyberinfrastructure That Bridges Diverse Scientific
Communities and Integrates High---Performance Computing, Data,
Software, and Facilities ...Bringing Theoretical, Computational,
Experimental, and Observational Approaches Together To Advance

| @e Frontier.” -
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Large Scale Science Ecosystems

 Science Domains Are Creating Cyberinfrastructure Ecosystems,
Including Those That Are Large Scale And Distributed World Wide,
Both Devoted To Domains and Shared Among Domains

« Planning Projections Define Future, Specialized Requirements.

 In Response Cyberinfrastructure Blueprints Are Created:
Architecture, Services, Technigues, Technologies, Processes, et al

 Many Current Studies Are Examining Relationships Between
Science Workflows Are Foundation Resource Services and
Resources, Particularly With AI/ML/DL Overlays

 Results Define Next Generation Ecosystems
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Global Collaborative Research
communities

« Science ls Global

« The Global Research Platform (GRP) Is An International
Collaborative Partnership Creating A Distributed Environment
(Ecosystem) for International Data Intensive Science

 Open Information Sharing, A Cornerstone of The Science Process,
Motivates This Forum

« The GRP Provides Opportunities For eScience Environment
Information Sharing To Among Collaborative Science Communities
World-Wide -- Concepts, Experiments, Instruments, Methods,
Techniques, Data, Architecture, Implementation, Technologies,
Operations, and Results

« The GRP Facilitates High Performance World-Wide Data Gathering,
Analytics, Transport (100 Gbps-Tbps E2E), Computing, And
Storage

« www.theglobalresearchplatform.net
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A Few Questions

 The GRP Focuses On Investigating Topics
Related To Large Scale Global Data Intensive

Science - In Part, Examining

— What Services, Architecture, Technologies, and Techniques Be
Replicated Across Large Scale Science Ecosystems?

— To What Degree Can Large Scale Science Ecosystems Be
Generalized To Support Multiple Science Domains?

— What Designs, Techniques, and Technologies Can Be Shared
Among Domains?

— Given A Context Of A Cambrian Explosion Of Requirements and
Innovations, What Should Be Key Focal Areas?
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Instruments: Exebytes Of Data
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DOE EXPERIMENTAL USER FACILITIES

* DOE operates
24 experimental
user facilities

* Similar to the
computing
facilities, some
of them are
undergoing
upgrades e, %

+ Their data rates F7 Sl i
and their -
computing
needs will
Increase
accordingly




Next Generation Research Platforms

« US National Research Platform

« Asia Pacific Research Platform

 Korean Research Platform

« EU SLICES

 Worldwide LHC Computing Grid (WLCG)
 DOE Integrated Research Infrastructure (IRI)
 Open Science Grid

 Open Science Data Grid

« Et Al
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Worldwide LHC Computing Grid

« The Worldwide LHC Computing Grid (WLCG): Global
Collaboration Of ~ 170 Computing Centres In More
Than 40 Countries, Integrating National and
International Grid Infrastructures.

« WLCG Provides Global Resources To Gather, Store,
Distribute and Analyse ~200 Petabytes of LHC Data
Each Year

« WLCG — Partnership of EGI (European Grid
Infrastructure), OSG (Open Science Grid), and NelC
(Nordic e-Infrastructure Collaboration).

Q ST/ RLIGHT"



LHCOPN map

NL-T1

|“|||‘|I|‘\ll|I|||'|||||||Illlllllllllllll‘lll’l'lI""llll"l'lljl"""‘
T """lll'
ll“

US-T1-BNL
AS36391 As.43

CA-TRIUMF
¢

DE-KIT
ASS8069

%,
(/
,""’
"y, Asusi 1104
{/
‘"V[I II II IIII
lllll,," =
) &
Mgz
2
-,
2
%,
e “,
o= =T 3 I"’
A\ "y,
) WLCG Mgy, o
A Py ety Byt

US-FNAL-CMS
A53I152

RRC-KI-T1
AS59624
N

RRC-JINR-T1
Aszls75

AS789
-

IT-INFN-CNAF
AS137 \\\\\‘

1
\‘\\”}\

— T0-T1 and T1-T1 traffic
uihann T1-T1 traffic only

B = dlice [l =Adss =05
wuW  edoardo.martelli@cern.ch 20170202
L

= LHG



| HEPCAS,
IHEP Beijing

CVIS ATLAS

& wans,
3 Tokya
]
£
<
-
5 g
z N
@ =
= KREONet2
z Korea
. KISTI=T1 PNU
8
S N KNU, KCMS
5
€
S
25
&z
s \ KRLight
g5 Daejean
€
2
2

HKIX
Hong Kong

Taiwan
ASGCTI
ASGC2

NeP-LG2

Singapore

rgers
ASGC, SINET, JGN,
TEN;

PRCIT

ASGC to GEANT Amsterdam, CERN

to GEANT
London

s AARNet
g

g Australia
&

2 H Undel
28

&

o

2

(Seattle)

paer.
ESnet, KREONer2

4
2
5
g -
k< =
3 EE
£ E B
g £z
o 5
<
PacWave
Sunnyvale)

[ caltech
=

Cones, CaIRCK, UL

CANARIE/CANE’

Uuie | Utoronto|,_Canada

SimFray

P
Internes?, RUARE,
net,
FSnet

Nather igh

USA  ESnet Europe]
mHi (e T

PNNL, SLAC, ORNL

MREN
(Chicago)

1UPUI |

MW

LHCONE Map Ver. 5, May 21, 2019 — WEJohnston, ESnet, wej@es.net
LHCONE VRF domain/aggregator NREN/site router at exchange point
- A provider network. i
< e " Communication links:
onnector network — provides, ~ —==
e Lol ks 1/10, 20/30/40, and 100Gb/s or N x 1006|
Provider network PoP router

. Not currently connected to

Underlined link information
“ indicates link provider, not use

LY links involved in LHCONE are shown
2} LHCOPNinks are nat shown an this diagram
3) The "peerings" at exchange paintsindicate LHCONE
peerings either there or at attached provider networks 4)
Path labels:
- "Peer: xxx" corresponds to an abserved peering witha
site )
- "Tot " means a direct connection to a Provider
Network THAT PROVIDES ROUTES to downstream VREs
5) & provider network runs a VRF and
a) has locally cannected sites that
VRFs-e.g BNL-T1and FNAL-TL ESnet
) andfar has downstream VRFs (typicaly a site
jork that wants contro
pLs). E.2. the CEA

CNAF-TL LHC Tier 1 ATLAS and CMS
UChi LHC Tier 2/3 ATLAS and CMS
Kek Belle Il Tier 1/2

Yellow outline indicates LHC+Belle Il site

& Lcone $iwer-13 Dotted outline indicates distributed site | ascociated with the provider ne
h s Dashed out ik iR of whal LKCONE routes that it
Exchange point 1 ashed outline indicating a WLCt s vl by BENATER
lE] eer 144! federation site not currently on LHCONE | i smonas et
s Sites that are
BB LHCALICE or LHCb site {UNL) Standalone VRFs Itwill tke a

(e.5. "Netherlight")is used just to
indicate where the other end of a long pathis.

hile to get all of this right on the map.

7) Global scaleinfrastructurelike ANA 400 and SINET are
now color coded. [But not intra-region links such as
GEANT in Eurape and ESnet and Intemet2 in the US.)

7 cone.netfor mor

7)See htt

detai

ESnet, CALTECK, MIT,
NORDUNFT,
NT, AARNe,

]

s (5T«

Starlight
ESnet (ssmeveras (chicaggo)

ok
by provider/ i
— V2riOUS NORDUnet
m—— GEANT KIAE, Russia
s SINET, Japan === KREONet2, Korea

ASGC, Taiwan
ESnet transatlantic, USA

===== GN, SingAREN (+ TIENCC, SurfNet, NORDUnet,
GEANT on the London link)
ANA-400 - Various links provided by CANARIE, ESnet,
GEANT, Internet2, NORDUnet, SURFnet, SINET,IU/NSF

LHCONE L3VPN: A global infrastructure for High Energy Physics data analysis (LHC, Belle I, Pierre Auger Observatory, NOvA, XENON)

nteimet2, CEAN,
ESnat, NORDURet,
CANARIE

aAemINUERY

New York)

PIONIER

Poland ™'
AGH Krakaw,

Ty
3 AN Lay

SURFsara
Netherlands

IHEP

Russia ,#EF

1N RRCKITL/T2
(Troitsk|

oAjoL 03 1INIS

Prcre: ASGE,
ceanLight,
HORDURE2,

prague_cesn
FZU/praguel

GEANT, RU-
\RF/KIAF, SINET,
NLT

7

a
o
b4
z
El
8
@
L3
5
*
a
o
b3
z
S
8
=
(ol
Z

aiodeduis

elpul ‘N)IN
YL

eaioy

asodeduss e
uemie] DOSY

LHC1-RENATE!
France, AS2091
LPNHE

ARNES

CCINZP3-T1

: APC,

BEgrid-ULB-VUB, c::L»,] T Slovenia

Begrid-UCL, IIHE s IPNHO SicH RoEduNet
SUBATECH Romania

UAIC x, IS5,

RNP/IPE / ANSP
Brazil  IitrGridy
1 (UERY) 4

GRNET figiiing),
Greece !,

SPRACE mmmm | FAPLSP |
1Amgaroy

SAMPA
(U. 530 Paulo)

UAM LCG2

[
(Rio de Janeiro} |

ST “RLIGHT"




Non-LHC Scientific Communities Using
LHCONE

« Belle Il Experiment, Particle Physics Experiment Designed To
Study Properties od B Mesons (Heavy Particles Containing a
Bottom Quark)

« Pierre Auger Observatory, Studying Ultra-High Energy Cosmic
Rays, the Most energetic and Rarest Particles in The Universe

« LIGO and Virgo (In August 2027 This Collaboration Measured a
Gravitational Wave Originating From a Binary Neutron Star Merger.

« NOVA Experiment: Designed To Answer Fundamental Questions In
Neutrino Physics

« XEON Dark Matter Project: Global Collaboration Investigating
Fundamental Properties of Dark Matter, Largest Component of the
Universe

DUNE/ProtoDUNE — Deep Underground Nutrino Experiment

Q ST/ RLIGHT"
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ﬂ The Impact Of Data Placement 3 Advanced European Network of E-infrastructures
e

for Astronomy with the SKA  AENEAS - 731016

Glo'bal Data Flows if the SRC Re-distribute data - 2 Replicas

Each SRC accepts its fraction of the Observatory Data Products and re-distributes to another SRC.

SRC has 20 Gbit/s flow from the telescope & a second continuous 20 Gbit/s flow from another SRC.

Each SRC sends out a 20 Ghit/s flow.

Makes substantial use of the shared academic network which would imply charges to the SKA community.

Probable cost to SKA community Very approx. ~ 0.8 M USD/vear not allowing for the extra BW from the telescopes
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DUNE Collaboration

An international effort

The Deep Underground Neutrino Experiment brings together over 1,000
scientists from more than 30 countries around the world.
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Orchestration Among Multiple Domains

* Instrumentation and Analytic, Storage Resources Are
Highly Distributed Among Multiple Domains
Interconnected With High Performance Networks

A Key Issues Is Discovering Resources, Claiming Them,
Integrating Them, Utilizing Them and Releasing Them

* Increasingly, New Software Defined Infrastructure
Architecture, Services, Technigues And Technologies
Are Addressing These Issues
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Large-Scale High Capacity Data WAN
Transport

« Large-Scale High Capacity Data WAN Transport Has
Always Been And Remains A Major Challenge,
Especially Over Global Paths

 This Issue ls Emphasized By A Next Generation Of
Instrumentation That Will Generate Exponentially Large
Volumes Of Data That Has To Be Distributed Across the
Globe

 More Than Network Capacity - An E2E Issue, Especially
Given Advances In Core Optical Networking
Technologies

Q ST/ RLIGHT"



High-Fidelity Data Flow Monitoring, Visualization,
Analytics, Diagnostic Algorithms, Event Correlation
AlI/ML/DL

A Major Opportunity For Data Transport Optimization Is
Being Provided By New Methods For Directly Detecting
And Analyzing All Data Flows And Their Characteristics

« Because These Techniques Enable High-Fidelity Views
Of All Flows, Real Time, Dynamic Traffic Engineering Is
Possible With Much More Sophistication Than
Traditional Approaches

« These Techniques Can Be Significant Enhanced Using
AI/ML/DL, Which (Although Still Emerging) Are
Becoming Critically Important Tools In The Near Term

Q ST/ RLIGHT"



International Testbeds for Data-Intensive
Science

« Challenging Requirements Of Anticipated Large Scale
Science Projects Along With Accelerated Rates Of
Innovation Require International Testbeds For Pre-
Production Investigations And Prototyping Of New
Technologies And Techniques Specifically Related To
Data Intensive Science, e.g., Tbps E2E WAN Services
Among Sites

« Global Experimental Research Testbeds Are Being
Developed With Enhanced Capacities, Additional Sites,
And Innovative Capabilities

Q ST/ RLIGHT"



SC24 Network Research Exhibitions: SciTags, AutoGOLE / SENSE, P4, and FABRIC * Scitags: packet marking and flow labelling

* AutoGOLE /SENSE: deliver network services end-to-end in a fully
automated way via the Network Service Interface Connection Servic
(NSI-CS)

* Pd: Programming Protocokindependent Packet Processors

* FABRIC: International infrastructure for experimentation and
research at-scale in the areas of networking, cybersecurity,
distributed computing, storage, virtual reality, 56, machine learning
and science applications
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NA-REX North America Research & Education Exchange Collaboration
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Qmmeleon

www chameleondoud org

CHAMELEON: A LARGE SCALE, RECONFIGURABLE
EXPERIMENTAL INSTRUMENT FOR COMPUTER SCIENCE

Kate Keahey
Joe Mambretti, Pierre Riteau, Paul Ruth, Dan Stanzione ]




DOE’s Integrated Research Infrastructure (IRl) Vision:
To empower researchers to meld DOE’s world-class research tools, infrastructure, and user facilities
seamlessly and securely in novel ways to radically accelerate discovery and innovation
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